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Mainstream theories of visual perception assume that visual working memory (VWM) is critical for
integrating online perceptual information and constructing coherent visual experiences in changing
environments. Given the dynamic interaction between online perception and VWM, we propose that how
visual information is processed during visual perception can directly determine how the information is
going to be selected, consolidated, and maintained in VWM. We demonstrate the validity of this
hypothesis by investigating what kinds of perceptual information can be stored as integrated objects in
VWM. Three criteria for object-based storage are introduced: (a) automatic selection of task-irrelevant
features, (b) synchronous consolidation of multiple features, and (c) stable maintenance of feature
conjunctions. The results show that the outputs of parallel perception meet all three criteria, as opposed
to the outputs of serial attentive processing, which fail all three criteria. These results indicate that (a)
perception and VWM are not two sequential processes, but are dynamically intertwined; (b) there are
dissociated mechanisms in VWM for storing information identified at different stages of perception; and
(c) the integrated object representations in VWM originate from the “preattentive” or “proto” objects
created by parallel perception. These results suggest how visual perception, attention, and VWM can be
explained by a unified framework.
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Visual working memory (VWM) enables the online mainte-
nance and manipulation of a limited amount of visual information
(Baddeley & Hitch, 1974; Phillips, 1974). It is a critical component
of both theories of memory (e.g., Baddeley, 1992) and visual
cognition (e.g., Duncan & Humphreys, 1989; Kahneman, Treis-
man, & Gibbs, 1992). In the past two decades, there has been
tremendous progress in revealing the mechanisms of VWM,'
including the capacity of VWM (e.g., Alvarez & Cavanagh, 2004;
Awh, Barton, & Vogel, 2007; Jiang, Shim, & Makovski, 2008;
Luck & Vogel, 1997; Xu, 2002), the unit of the storage resources
(Barton, Ester, & Awh, 2009; Bays & Husain, 2008; Zhang &
Luck, 2008), and different stages of VWM, such as consolidation
(e.g., Vogel, Woodman, & Luck, 2006), maintenance (Johnson,
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Hollingworth, & Luck, 2008; Wheeler & Treisman, 2002), re-
trieval (Hyun, Woodman, Vogel, Hollingworth, & Luck, 2009),
and decay (Zhang & Luck, 2009). The neural signatures of VWM
have also been explored by fMRI (e.g., Harrison & Tong, 2009;
Todd & Marois, 2004; Xu & Chun, 2006) and ERP (e.g., Vogel, &
Machizawa, 2004; Vogel, McCollough, & Machizawa, 2005; Gao
et al., 2009). How VWM impacts other perceptual and cognitive
processes has also been investigated, including the role of VWM
in transsaccadic integration (e.g., Hollingworth, Richard, & Luck,
2008; Irwin & Andrews, 1996), mental rotation (e.g., Hyun &
Luck, 2007), and emotional processing (e.g., Kensinger & Choi,
2009). VWM has also been studied with different populations,
including young infants (Oakes, Ross-Sheehy, & Luck, 2006;
Ross-Sheehy et al., 2003), children (Riggs, McTaggart, Simpson,
& Freeman, 2006), and patients with neuropsychological disorders
(e.g., Gold, Wilk, McMahon, Buchanan, & Luck, 2003).

These studies greatly enhance our understanding of the nature of
VWM, and make this line of research one of the most active and
successful areas of cognitive science. Nevertheless, compared with
the abundant evidence of the properties of VWM, it is still far from
clear (a) why those properties exist, and (b) how to interpret

! Visual working memory (VWM) is also referred as visual short term
memory (VSTM). It occurs to us that the field as a whole does not
distinguish these two terms, as they are usually used interchangeably
without specific clarifications. In the current article, we hope to highlight
visual memory’s active interaction with on-line perception, instead of
passive maintaining the outputs of perception. From this perspective, we
feel VWM may be a more appropriate term. However, this does not suggest
that the topic of our paper is different from studies of VSTM.
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existing findings within a framework that is intrinsically coherent
with theories of visual perception and attention, which are the
other two major topics of visual cognition.

Interaction Between VWM and Visual Perception

Perception and VWM are two highly interactive processes. One
important function of VWM is to enable coherent and stable visual
experience across various changes and disruptions (e.g., saccades,
occlusions, and changes of the perceiver’s view, etc.). Studies of
transsaccadic integration show that VWM is critical for integrating
information collected across separate gaze fixations (Hollingworth
et al., 2008; Irwin & Andrews, 1996). The function of VWM has
also been revealed by studies of anorthoscopic perception, in
which observers view a moving object through a slit. Although at
each moment, only a fragment of the object is visible, the whole
image of that object can nevertheless be readily perceived (Parks,
1965). In such circumstances, VWM plays an important role in
constructing the whole image by integrating the fragments viewed
at different times (e.g., Rock, 1981). The above studies emphasize
the importance of VWM when perception is interrupted for spe-
cific reasons.

Another prominent theory, the visual routine theory, goes even
further, suggesting that VWM is an intrinsic component of online
perception, even when the perceptual processing is not interrupted
for any reason (e.g., Roelfsema, 2005; Ullman, 1984). According
to this theory, the first stage of visual perception is the “bottom-
up”, automatic creation of base representations by several “ele-
mental operations” (Marr, 1982). In the second stage, the “elemen-
tal operations™ are arranged into sequences to form visual routines
which are applied to the base representations. In addition to the
base representations to which visual routines are applied initially,
representations are also being created and modified in the course
of executing visual routines. These gradually modified represen-
tations are referred as “incremental representations”. During online
perception, it is necessary to place these intermediate representa-
tions into VWM, so that the outcomes of different visual routines
can be accumulated, and the incremental representations them-
selves can be temporally retained for further use, until the final
coherent perceptual representation is constructed. The distinction
between “final output” of perception and “incremental represen-
tation” can be matched to other theories of visual perception. For
instance, the “final output” of perception can be assumed as
detailed information assembled by focal attention (Treisman &
Gelade, 1980; Wolfe, 1994). It is robust over time, and won’t be
erased by subsequent stimuli (Chun & Potter, 1995). In contrast,
the “intermediate representation” is created automatically and pre-
attentively, which is volatile and only contains low-resolution
information (Rensink, 2000).

The Perceptual Root of VWM

The relationship between VWM and online perception has great
implications for investigations of VWM mechanisms. During the
last 50 years, there has been a tremendous progress in understand-
ing the mechanisms of visual perception. Many existing studies of
VWM implicitly assume that VWM is a higher-level processing
stage subsequent to visual perception, and store the final outputs of
perception. We refer this perspective as the Final-Output model.

According to this model, it is unclear how theories of visual
perception and guide the investigation of VWM, as by the time
storage in VWM starts, visual perception has already been termi-
nated.

In contrast, here we advocate an Interactive model of VWM.
This model assumes that VWM actively operates within different
stages of perception, storing different types of intermediate per-
ceptual representation, which are gradually assembled until the
final coherent perceptual representation is constructed. This model
implies that online visual perception and storage in VWM are
intermixed with one another. Therefore, theories of visual percep-
tion are not just about perception itself, but also constrain the
mechanisms of VWM.

The Interactive model is consistent with recent studies showing
how the storage in VWM can be impacted by factors that are also
important for visual perception. For instance, there are studies
focused on the effects of perceptual discriminability on the capac-
ity of VWM (e.g., Alvarez & Cavanagh, 2004; Awh et al., 2007)
and the role of attention in perceiving and storing feature bindings
(e.g., Johnson, Hollingworth, & Luck, 2008; Wheeler & Treisman,
2002). Recent studies have also directly explored how perceptual
information is dynamically consolidated in VWM (Vogel et al.,
2006; Woodman & Vogel, 2008). These studies collectively dem-
onstrate that investigation of the storage of visual stimuli in VWM
can significantly benefit from considering how those visual stimuli
are perceived in the first place.

The close interaction between VWM and perception is also
supported by the recent discovery that information stored in work-
ing memory can automatically and even irresistibly bias the de-
ployment of attention in perceptual tasks (for a review, see Soto,
Hodsoll, Rotshtein, & Humphreys, 2008). Neuroscientific studies
also have revealed that VWM tasks not only activate brain regions
for relatively high-level cognitive processes, but also recruit brain
areas for sensory and perceptual coding of the visual stimuli (e.g.,
Awh & Jonides, 2001; Serences, Ester, Vogel, & Awh, 2009;
Silvanto & Cattaneo, 2010). The sensory-recruitment theory of
VWM is consistent with the hypothesis that VWM is not just a
higher level process subsequent to perception, but is capable of
active interaction with online perception.

Object-Based Storage in VWM

In the current study, we apply the Interactive model of VWM to
studies of object-based storage, which is one of the most important
aspects of the mechanism of VWM. Luck and Vogel (1997)
originally found that memorizing the conjunction of multiple fea-
tures (e.g., color and orientation) is as good as memorizing each
individual feature. This result indicates that objects, instead of
individual features, are the units of VWM. Object-based storage is
provocative, not only because it provides an elegant model for
VWM, but also because it fits beautifully with studies of object-
based attention (e.g., Duncan, 1984; Egly, Driver, & Rafal, 1994;
Watson & Kramer, 1999) and the “object file” theory in general
(Carey & Xu, 2001; Gao & Scholl, 2010; Kahneman et al., 1992;
Mitroff, Scholl, & Wynn, 2004). Given these object-based effects,
it seems that perception, attention, and VWM can be explained by
a unified framework: at the perceptual stage, a visual display is
segmented into different objects, serving as the potential targets of
selective attention. The coherent object representation assembled
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by attention can then be stored into the object files in VWM. This
framework fits the Final-Output model very well.

Unfortunately, this framework is not supported by a number of
follow up studies. It has been shown that memory performance
drops when the memory objects consist of multiple parts (Olson &
Jiang, 2002; Wheeler & Treisman, 2002; also see the discussion in
Vogel, Woodman, & Luck, 2001, regarding the distinction be-
tween parts and objects), or complex information (e.g., irregular
polygons, Alvarez & Cavanagh, 2004). More recent studies reveal
that VWM can hold a fixed number of objects, but only with
limited resolution (Awh et al., 2007; Zhang & Luck, 2008).

Revealing the limitations of object-based storage is a critical
step for understanding the nature of VWM. Based on these find-
ings, the current study is aiming at addressing the following issues:
(a) what is the origin of these object representations with low
resolution, (b) how are these object representations are constructed
in VWM, and (c) how to interpret this type of object representa-
tions with a framework that is coherent with theories of perception
and attention.

Dissociated Mechanisms in VWM for Storing Objects

Here we introduce theories of visual perception to reveal how
VWM stores object representations. VWM actively engages into
online perception, instead of passively storing the final outputs of
perception. Given their dynamic interaction, we hypothesis that the
mechanism of VWM is characterized by the processes of con-
structing perceptual representation, instead of the properties of the
final outputs of perception. This hypothesis implies that theories of
different stages of online perception can serve as powerful tools
for investigating the mechanism of VWM.

Visual perception has traditionally been dichotomized into two
stages of processes (Neisser, 1967). The first stage consists of parallel
preattentive processing, which enables a quick detection of distinctive
features; the second stage is attentive processing, which binds multi-
ple features from the same object, and recognizes its detailed infor-
mation (Treisman & Gelade, 1980; Wolfe, 1994). Theories of object
recognition have been developed based on this two-stage model of
visual search. According to the “Preattentive Object File” theory,
visual scenes are segmented into individual objects during preatten-
tive processing (Wolfe & Bennett, 1997). These preattentive objects
exist as receptacles holding local features such as color and shape.
However, the conjunction of homogenous features within each “ob-
ject file” (e.g., color-color conjunction) can only be identified by focal
attention. Another closely related theory is the “Coherence” theory,
which emphasizes the stability of object representations at different
stages of perceptual processing (Rensink, 2000). According to this
theory, prior to focal attention, low-level “proto objects” are contin-
ually formed rapidly in parallel across the visual field. These proto
objects are volatile, being replaced when any new stimulus appears at
their retinal locations. Focal attention acts as a metaphorical hand that
grasps a small number of proto-objects, updating them into objects
with a much higher degree of coherence over space and time.

Here we explore the nature of object representation in VWM by
combining the Interactive model of VWM with the above theories
of visual perception. The interaction between perception and
VWM implies that there are dissociated mechanisms for represent-
ing information extracted at different stages of perceptual process-
ing. In VWM, objects with limited resolution (e.g., Awh et al.,

2007; Zhang & Luck, 2008) are not the final products of visual
perception, but originate from the “preattentive objects” (Wolfe &
Bennett, 1997) or “proto objects” (Rensink, 2000) created by
parallel perception. Due to the limited resolution of parallel per-
ception, these object representations only contain highly discrim-
inable information. Once these proto objects are selected into
VWM, online perception can then proceed to the next stage, during
which focal attention incrementally assembles detailed informa-
tion onto the proto objects, until the final coherent object repre-
sentations are constructed (Ullman, 1984).2

The Current Study: Exploring the Perceptual Root of
Object-Based Storage in VWM

The Interactive model of VWM motivates us to introduce the-
ories from visual search into studies of VWM, and assume that the
root of object-based storage in VWM is parallel perceptual pro-
cessing. This hypothesis is tested empirically in the current project,
by exploring how visual information is selected, consolidated, and
maintained in VWM. Each of the above three stages of processing
provides a unique criterion for determining whether or not certain
types of perceptual information can be represented as part of an
integrated object in VWM. The first one is automatic selection,
which tests whether the task-irrelevant information contained in an
object can be automatically selected in VWM along with the
task-relevant information. (Experiments 1 to 3). The second one is
synchronous consolidation, which tests whether certain informa-
tion from an object can be consolidated synchronously with other
information from the same object (Experiments 4 to 6). The third
one is stable maintenance, which tests whether certain information
can be stored stably as part of an integrated object (Experiments 7
to 9). According to the Interactive model, the outputs of parallel
perceptual processing should meet all three criteria, as opposed to
the outputs of focal attention, which should fail all of them.

Two types of visual stimuli are selected to represent information
extracted at different stages (parallel vs. serial) of perception.> One
type of information is highly discriminable simple features (e.g.,
color and orientation) which can be identified via parallel process-

2 Perhaps a more intuitive way to describe different types of perceptual
information is to refer them as “basic features” and “complex features”.
However, since the term “feature” has been primarily used to describe
information processed by parallel perception, we do not use this term here
to avoid potential confusions. Instead, we refer different types of percep-
tual information as “highly discriminable information” and “detailed in-
formation”.

31t is noteworthy that visual search is not a field without controversy.
There are some enduring questions which have not been addressed defin-
itively. For example, the parallel search for a wide range of stimuli seems
hard to be explained by a set of primitive feature maps (e.g. Enns &
Rensink, 1991; Nakayama & Silverman, 1986; Ohman et al., 2001). It is
also controversial whether the distinction between the two stages of per-
ception should be explained in terms of “preattention” vs. “attention”, or
“spread attention” vs. “focal attention” (e.g. Hochstein & Ahissar, 2002;
Joseph, Chun, & Nakayama, 1997). Addressing these issues in detail is
beyond the scope of the current project on VWM. Therefore, while real-
izing the existence of these controversial issues, we do try to avoid them in
the current project. For instance, we will refer to the first stage of percep-
tion as parallel processing, without specifying whether it is achieved
preattentively or by spread attention.

Fn2

Fn3
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ing; the other is fine detailed information, processing of which
requires focal attention (e.g., color-color conjunction, a small gap
on the frame of a circular ring; for a review see Wolfe, 2003). We
also manipulate perceptual discriminability by changing the per-
ceptual context in which the memory materials are presented.

Section I: Automatic Storage in VWM

Experiments 1 to 3 explore the object-based automatic selection
for simple features and detailed information. Provided an object is
selected into VWM as an integrated whole, when observers are
only required to store one feature, the other task irrelevant infor-
mation from the object should also be automatically selected.

Pilot experiments in our lab showed that when observers were
required to retain two features (colors and orientation) in VWM,
changes in one feature dimension can distract from the detection of
changes from the other dimension. In the present study, we took
advantage of this “Irrelevant-distracting” effect to probe whether
different types of perceptual information can be automatically
selected into VWM. Participants were explicitly instructed to
maintain only the target information and ignore any change from
task-irrelevant information.

Experiment 1a: Automatic Storage of Arrows’
Orientation

We first investigate whether a task-irrelevant simple feature can
be automatically selected into VWM. Our hypothesis would be
wrong if there is no automatic selection for basic features. Memory
items consisted of two highly discriminable features (color and
orientation). Participants were required to detect changes in the
color dimension and ignore the orientation information.

Method

Participants.  Twelve Zhejiang University undergraduates
participated in this experiment. All had normal color vision and
normal or corrected-to-normal visual acuity.

Stimuli and apparatus.  Stimuli were presented in the center
of a 17 in. monitor (100-Hz refresh rate), with a gray background
(CIE: x = 0.341,y = 0.277; Y = 47.04 cd/m?). Each memory item
was an orientated and colored arrow (1.2° in length). Both the

Memory Array
(250 ms)

Blank Screen
(750 ms)

memory and test arrays contained four arrows that were randomly
placed within an 8° X 8° region, with the constraint that the items
were separated from each other by at least 2° (center to center).
The color of each arrow was selected from a set of seven colors:
red (CIE: x = 0.558, y = 0.356; Y = 10.33 cd/m?), green (CIE:
x = 0.321,y = 0.604; Y = 52.55 cd/m?), blue (CIE: x = 0.133.,
y =0.073; Y = 11.96 cd/m?), violet (CIE: x = 0.259, y = 0.153;
Y = 28.04 cd/m?), yellow (CIE: x = 0.433,y = 0.483; Y = 46.3
cd/m?), black (Y = 1.047 cd/m?), and white (Y = 76.43 cd/m?).
The orientation of each arrow was selected from a set of eight
directions: from 0° to 315° (relative to the positive direction of the
horizontal axis), in 45° steps.

Design and procedure. Schematic illustration of a single trial
was depicted in Figure 1. After a 250 ms fixation and a 500 ms
blank screen, the memory array was presented for 250 ms, fol-
lowed by a 750 ms blank interval. The test array was then pre-
sented and maintained on the display until a response was initiated.
Participants were instructed to focus on detecting color change,
and ignore the orientations of the arrows. The colors in the mem-
ory and test arrays were identical, except that on 50% of the trials,
the color of one item in the test array was different from that of the
corresponding item in the memory array. Of most interest was the
task-irrelevant orientation change: on 50% of the trials, the arrows’
orientations were not changed in the test array (No [rrelevant-
Change condition); on the remaining 50% of the trials, the orien-
tation of each arrow in the test array was changed at least by 90°
(Irrelevant-Change condition). Participants responded by pressing
one of the two buttons (“F” and “J” on the keyboard) on each trial
to indicate whether or not the colors of the memory and test arrays
are identical. Both the response accuracy and reaction times were
recorded. There were 80 randomly ordered trials in total, 40 for
each of the Irrelevant-Change and No Irrelevant-Change condi-
tions.

Results and Discussion

RT and accuracy are shown in the second row of Table 1a and
1b, respectively. In this and the following experiments, trials with
inaccurate response were excluded from the RT analyses. There
was a significant difference between the Irrelevant-Change (771
ms) and No Irrelevant-Change (729 ms) conditions, #(11) = 4.131,

Test Array
(Unitl Response)

N 4
7 <«

V4

x 4

Figure 1.

A schematic illustration of a single trial from Experiment la. The Memory array contained four

oriented arrows. In this particular trial, all arrows’ orientations in the test array were changed, which was

irrelevant to the observers’ task.

F1

Tla
T1b
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Figure 2. A schematic illustration of a single trial from Experiment 1b. Memory array contains four oriented
rings. In this particular trial, the color of the yellow ring was changed to violet in the test array. All the rings’
orientations in the test array were also changed, which was irrelevant to the observers’ task.

p = .002, ’ﬂi = .608, indicating that irrelevant orientation change
impaired participants’ response to color change. The accuracy of
the Irrelevant Change condition (80.7%) was lower than that of the
No Irrelevant-Change condition (85.7%). The difference was mar-
ginally significant, #(11) = 1.974, p = .074, nﬁ = .262. The
accuracy results strongly confirmed that the significant RT differ-
ence was not due to the speed—accuracy trade-off.*

The current results indicate that VWM cannot just select an
individual feature without processing other basic features from the
same objects. Different dimensions of simple features are selected
into VWM as integrated objects.

Experiment 1b: Storage of Oriented Gap

Here we investigate whether similar irrelevant-distracting ef-
fects can be obtained by changing detailed information, which
requires focal attention during perception.

The task-irrelevant detailed information is produced by manip-
ulating the orientation of a small gap on the stroke of a circular
ring (see Figure 2). This type of stimulus is selected for the
following reasons. First, search for a ring with a particular orien-
tation can yield a steep search slope. In fact, it has been employed
as a standard material for exploring attention shifting during visual
perception (e.g., Woodman & Luck, 1999; Woodman & Luck,
2003). Therefore, employing this type of stimulus in a VWM task
can help to integrate findings in both visual search and VWM, a
principle theoretical motivation of the current project. Second,
oriented gap is similar to arrow orientation (Experiment la) in
terms of the nature of the memory materials. In both cases, the
task-irrelevant information is from several items’ orientations. The
only difference is whether an item’s orientation is presented in a
format that can be efficiently perceived or not. Therefore, com-
paring the storage of these two types of stimuli can highlight the
impact of perceptual efficiency on VWM.

According to the Interactive model, because the oriented gap
cannot be represented as part of an integrated object by the end of
parallel perceptual processes, it should not be automatically en-
coded in VWM.

Method

This experiment was identical to Experiment 1a except as noted
here. Twelve new undergraduates in Zhejiang University partici-

pated. The memory array consisted of four circular rings (1.2° in
diameter). On the frame (0.1° in width) of each of the rings, there
was a gap (0.2° in width). The colors of the rings and their
orientations were identical to those in Experiment la. Participants
were instructed to detect the color change and ignore the oriented

gaps.

Results

The RT and accuracy were displayed in the third row of Table
la and 1b, respectively. RT results showed that there was no
difference between Irrelevant-Change (718 ms) and No Irrelevant
Change (712 ms) conditions, #(11) = .037, p = .722, T]IZ, = .012;
there was also no difference between the accuracy of Irrelevant
Change (82.8%) and No Irrelevant Change conditions (83.6%),
(11) = .506, p = .623, ~r]§ = .023. The current results are
consistent with the hypothesis that detailed information cannot be
automatically selected into VWM.

Discussion

The limitation of the Irrelevant-distracting paradigm is that it is
ultimately an indirect measurement. It can effectively demonstrate
the existence of automatic storage when there is a salient
Irrelevant-distracting effect. Unfortunately, it is difficult to dis-
prove automatic storage when the distracting effect is absent.
Specific to Experiment la and 1b, the results show that different
types of task-irrelevant information are processed distinctively
during the change detection task. However, it is unclear what
processes in VWM are responsible for this dissociation. The
change detection task involves three stages of processing: selec-
tion, maintenance, and comparison. Our hypothesis predicts that
the distinction between Experiment 1a and 1b is attributable to the
selection and storage of information into VWM. Alternatively, the

“1t is interesting that irrelevant changes only influenced reaction time,
but had no effect on the accuracy of the change detection task. These
results suggest that reaction time is a more sensitive measurement in this
particular irrelevant-distracting paradigm. It is possible that participants
could ultimately distinguish irrelevant-feature change from target-feature
change. However, filtering out irrelevant-feature requires an extra process,
which slows down the response.
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Table la

Summary of the Reaction Times Results From Experiments 1 and 2

Experiment name Irrelevant feature Testing condition No-irrelevant change (ms) Irrelevant change (ms) T-test
Expt la Arrow’s Orientation Whole Report 729 771 t=4.131

p =.002

Expt 1b Oriented Gap Whole Report 712 718 t=.364
p =0.722
Expt 2a Arrow’s Orientation Partial Report 746 791 t=3.518

p = .004

Expt 2b Oriented Gap Partial Report 796 796 t=.016

p = .988

distinction might be attributed to the comparison stage. According
to this alternative hypothesis, selecting and consolidating informa-
tion in VWM requires serial, attentive processing, which automat-
ically encodes the task-irrelevant information into VWM. How-
ever, during the comparison stage, it is unnecessary for the visual
system to process each individual test item with focal attention.
Instead, detecting a highly discriminable feature (i.e., detecting
color change) only requires a global comparison between the
information maintained in VWM and the test array (see Jiang et
al., 2000). Without focal attention, the detailed information con-
taining the test array cannot be perceived during the global com-
parison. Therefore, it cannot yield any irrelevant-distracting effect.
This alternative explanation is addressed in Experiment 2.

Experiment 2a: Irrelevant-Change of Basic Feature
From a Single Object

Here we try to avoid the global comparison by employing a
partial report method, in which only a single item is presented in
the test array. Thus, the visual system has to compare the test array
with individual objects maintained in VWM. According to the
alternative explanation of Experiment 1b, both basic features and
detailed information can cause irrelevant-distracting effects.

Note that in Experiment 1, when there is an irrelevant orienta-
tion change, all four items change their orientations, which may
produce a global change in the test array. It is possible that without
this global change, even basic features can no longer produce an
irrelevant-distracting effect. Here we try to first rule out this
possibility, by demonstrating that changing a basic feature of a
single object can still produce a salient irrelevant-distracting effect.

Method

This experiment was identical to Experiment 1a except as noted
here. Fourteen new undergraduates in Zhejiang University partic-

Table 1b
Summary of the Accuracy Results From Experiments 1 and 2

ipated. In the test array, one colored arrow was presented at one of
the four locations initially occupied by the memory items (Figure
3). Participants were instructed to focus on this single test item and
detect whether its color was identical to its corresponding item in
the memory array.

Results and Discussion

The RT and accuracy are displayed in the fourth row of Table 1a
and 1b, respectively. There was a significant RT difference be-
tween Irrelevant-Change (791 ms) and No Irrelevant Change (746
ms) conditions (#(13) = 3.518; p = .004, ni = .488). The differ-
ence between the accuracy of Irrelevant-Change (83%) and No
Irrelevant Change (83%) conditions was not significant, #(13) =
.090; p = .930, nﬁ = .001, showing that there was no speed—
accuracy trade-off.

These results reveal that a global change is not necessary for the
irrelevant-distracting effect. Changing the orientation of a single
object can still disrupt the detection of color change.

These results support the hypothesis that automatic selection of
basic features is based on the processing of individual objects,
instead of the global structure of the memory array.

Experiment 2b: Irrelevant-Change of Detailed
Information From a Single Object

Here we investigate whether the change of task-irrelevant de-
tailed information can distract from the detection of color change
with the partial report paradigm.

Method

This experiment was identical to Experiment 2a except as noted
here. Thirteen new undergraduates in Zhejiang University partic-

Experiment Name Irrelevant Feature Testing Condition

Expt la Arrow’s Orientation Whole Report
Expt 1b Oriented Gap Whole Report
Expt 2a Arrow’s Orientation Partial Report
Expt 2b Oriented Gap Partial Report

No-Irrelevant Change Irrelevant Change T-test
85.7% 80.7% t=1974

p=.074

83.6% 82.8% t=.506

p = .623

83% 83% t=.090

p=.930

80.7% 81.9% t=.739

p = 474

F3
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Memory Array Blank Screen Test Array
(250 ms) (750 ms) (Unitl Response)

N ¢
ﬂ <

AN

Figure 3. A schematic illustration of a single trial from Experiment 2a. There was only one item in the test
array. In this particular trial, both the color and orientation of the test item were changed. The task was to detect

color change and ignore the orientation change.

ipated. The oriented arrows were replaced by oriented circular
rings which were identical to those of Experiment 1b.

Results and Discussion

The RT and accuracy are displayed in the fifth row of Table 1a
and 1b, respectively. There was no RT difference between
Irrelevant-Change (796 ms) and No Irrelevant Change (796 ms)
conditions, #(12) = .017, p = .988, nf) < .001. The difference
between the accuracy of the Irrelevant Change (81.9%) and No
Irrelevant Change (80.7%) conditions was also not significant,
1(12) = 739, p = 474, 'qf, = .043.

These results do not support the alternative explanation of
Experiment 1. Since the test item is the only object abruptly
presented in the display, it should be able to attract focal attention
(e.g., Yantis & Jonides, 1984). Moreover, the load for perceiving
the test array is low, and there are abundant resources for any
potential automatic processing (e.g., Lavie, 1995). However, fa-
cilitating the perception of the test item cannot produce any dis-
tracting effect from detailed information, suggesting that limita-
tions from the comparison stage cannot explain the distinctive
processes for basic features and detailed information in VWM.

Experiment 3: Color Change Versus Color-Color
Conjunction Change

According to the Interactive model, there are dissociable
mechanisms in VWM for retaining information extracted at
different stages of perception. To explore the general validity of
this model, it is important to employ memory materials other
than orientation, which was focused on in Experiments 1 and 2.
In Experiment 3 we investigated the automatic storage of indi-
vidual colors and color-color conjunctions. Each memory
object consisted of an oriented triangle containing two colors.
The change of individual colors was introduced by replacing the
colors of each object with new ones. The change of color-color
conjunction was introduced by holding the two colors contained
in each object constant, but swapping their relative positions
within each object (see Figure 4a). Participants were required to
detect changes in the orientations of the triangles, while ignor-
ing changes in the color dimension.

The first reason for selecting color-color conjunction as the
irrelevant detailed information is similar to the reason for selecting
oriented gap: perception of this particular type of information has
been systematically explored in visual search studies (e.g., Wolfe,
2003; Woodman & Luck, 1999, 2003). Employing it as the mem-
ory material can help to reveal the intrinsic interaction between
perception and VWM. The “Preattentive Object File” theory
(Wolfe & Bennett, 1997) suggests that multiple features from
different dimensions are segmented into individual object files via
parallel perceptual processing. However, how homogenous fea-
tures conjunct (e.g., color-color conjunction) within each object
file can only be resolved by focal attention. According to our
hypothesis, only individual colors, instead of the color-color con-
junctions, can be automatically selected into VWM.

In the second place, contrasting the storages of individual colors
and color-color conjunctions can address another alternative ex-
planation of Experiments 1 and 2. It is possible that automatic
storage in VWM has nothing to do with perceptual discriminability
in general, but is limited to a set of primitive feature dimensions.
According to this hypothesis, automatic storage of oriented lines is
attributed to a specialized memory resource dedicating to store the
oriented lines. (For a detailed discussion of this model, see Olson
& Jiang, 2002). For oriented rings, however, there is no such
specialized resource, meaning that they cannot be automatically
selected in VWM. This alternative hypothesis can be tested in the
current experiment, since both individual colors and color-color
conjunctions are from the same feature dimension. Whereas our
hypothesis predicts that color-color conjunction cannot be auto-
matically stored, the alternative hypothesis predicts that both types
of information can be automatically stored, as long as there is a
specialized memory resource for color.

Method

Participants.  Twelve Zhejiang University undergraduates
participated.

Stimuli. The memory array contained four orientated isosce-

les triangles, with a 24.8° apex angles. The length of the midline
of each triangle was 1° of visual angle. The orientation of the
triangle was defined by the angle between the midline of the
triangle and the horizontal axis. There were 12 different angles,
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(a) A schematic illustration of a Conjunction-Change trial from Experiment 3. The orientation

(target feature) of the upper-left triangle was changed. The colors within each triangle were swapped their
positions. (b) The reaction times of detecting orientation change as a function of the type of irrelevant color
change. (c) The accuracy of detecting orientation change as a function of the type of irrelevant color change.

starting from 0° with a 30° step. The triangles were divided into
two parts along the midline. Each part contained a unique color,
which was selected from a pool of nine colors without replace-
ment. In addition to the seven colors used in Experiment 1, two
new colors were added into the color pool, which were cyan (CIE:
x = 0.181,y = 0.284; Y = 56.49 cd/m?) and brown (CIE: x =
0.607, y = 0.351; Y = 25.43 cd/m?).

Design and procedure. Participants were instructed to re-
member the orientations of the four triangles and ignore any color
change. On 50% of the trials, the orientation of one triangle was
changed. There were three types of irrelevant color change: the
No-Change condition, in which colors of the triangles were kept
constant; the Conjunction-Change condition, in which the two
colors of each triangle were kept constant, but their positions
within the triangle were swapped; and the New-Color condition, in
which the two colors of each triangle were replaced by two new
colors from the color pool.

Results and Discussion

The RT and accuracy are displayed in Figure 4b and Figure 4c,
respectively. The most important result is that color-color conjunc-
tions cannot be automatically selected in VWM. RT of the New-
Color condition (807 ms) was significantly longer than the No-
Change (747 ms, #(11) = 3.971, p = .002, 'r]rz) = .589) and
Conjunction-Change (760 ms) conditions, #(11) = 3.489, p = .005,
'qf, = .525. RT did not differ between the No-Change and the
Conjunction-Change condition, #(11) = .863, p = .406, nﬁ = .063.

Overall accuracy of the three irrelevant color change conditions
were all above 80%, and the differences between them were not
significant (No-Change vs. Conjunction-Change: #(11) = .422,
p = .681, ni = .016; No-Change vs. New-Color: #(11) = .538,
p = .601, nﬁ = .026; New-Color versus Conjunction-Change:
t(11) = 815, p = 432, nf) = .057). These results indicated that
there was no speed—accuracy trade-off.
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These results reveal that automatic storage is not determined by
specific feature dimensions. There are dissociated mechanisms in
VWM for perceptual information with different degrees of dis-
criminability, even when the information is from the same feature
dimension.

Intermediate Discussion of Automatic Storage

Through Experiments 1 to 3, we have obtained robust and
consistent evidence showing that the outputs of parallel perception
can be automatically selected and stored in VWM. Similar findings
have also been reported in other recent studies (Hyun et al., 2009;
Soto & Humphreys, 2009). In addition to the automatic selection
of basic features, here we are particularly interested in the disso-
ciation between the storage of different types of perceptual infor-
mation. In contrast to basic features, there is no evidence showing
that detailed information can be automatically stored as part of an
integrated object. These results support the hypothesis that there
are dissociated mechanisms in VWM for information extracted at
different stages of perception.

However, we are indeed aware of the limitations of the
Irrelevant-Distracting paradigm. Results from this paradigm are
not conclusive, since one can always argue that detailed informa-
tion is actually automatically selected into VWM, but for some
reason, fails to impact participants’ performance. We will address
this issue in detail in the General Discussion. In the next two
sections of the current project, we avoid this methodological
limitation by employing different paradigms which can directly
probe the object representations in VWM.

Section II: Synchronous Consolidation in VWM

The efficiencies of processing basic features and detailed infor-
mation are quite different (e.g., Treisman & Gelade, 1980; Quin-
lan, 2003). In Experiments 4 to 6, we investigate whether there is
a similar distinction during the consolidation of perceptual infor-
mation in VWM. According to the Final-Output model of percep-
tion and VWM, despite the fact that an object’s basic features can
be perceived preattentively with high efficiency, consolidation of
those features won’t start until the whole object is fully selected by
serial attention, which can then transfer the whole object into
VWM as an integrated unit. In other words, the efficiency of
consolidating basic features in VWM is constrained by the effi-
ciency of consolidating detailed information. In contrast, accord-
ing to the Interactive model, the information initially selected into
VWM is the outputs of parallel perception. This model predicts
that consolidating basic features should be much faster than con-
solidating detailed information.

To estimate the time course of consolidating different types of
perceptual information, we employed a paradigm developed by
Vogel, Woodman, and Luck (2006). The stimulus onset asyn-
chrony (SOA) between the memory array and its backward mask
was manipulated. The time course of consolidation was estimated
by the accuracy of change detection as a function of the Memory-
Mask SOA.

Experiment 4: Synchronous Consolidation of Basic
Features

Here we estimated the time course of consolidating basic fea-
tures in VWM. Participants were required to maintain (a) only the

color feature, (b) only the orientation feature, or (c) both the color
and orientation features.

Method

Participants. Twelve undergraduates from Zhejiang univer-
sity participated in this experiment.

Stimuli. The memory array contained two arrows (1.5°)
whose colors were identical to those of Experiment 2. Each back-
ward mask consisted of 4 arrows whose endpoints equally spread
over an imaginary circle with a 2.4° diameter. The colors of each
arrow in the backward mask were randomly selected from the
same color set as the memory items, with the constraint that each
mask had four different colors.

Design and procedure. There were three blocks: Single-
Color, Single-Orientation and Two-Feature groups. The order of
these blocks was counterbalanced across subjects. Each block was
named by the nature of the change detection task. Within each
block, the duration of the memory array was randomly selected
from 40, 70, 100, and 130 ms. Schematic illustration of a single
trial from the Two-Feature block is depicted in Figure 5a. After
a 250 ms fixation and a 500 ms blank interval, a memory array
was presented, immediately followed by a 200 ms backward
mask. Following the mask, a word was presented for 200 ms,
serving as the cue to indicate which feature (color or orienta-
tion) might be changed in the test array. After the offset of the
cue, a blank interval was presented, whose duration was varied
as a function of the duration of the memory array so as to keep
the interval between the onsets of the memory and test arrays
constant at 1,000 ms. The test array remained on the display
until a response was initiated. On half of the trials, the cue was
a Chinese word meaning “color”; on the remaining half of the
trials, there was an “orientation” cue. On half of the trials, the
test array was identical to the memory array; on the other half
of the trials, one of the test items was changed in the cued
feature. Since in the Two-Feature block, the cue was varied
from trial to trial, and was presented after the offset of the
memory array, participants were forced to consolidate both
features into VWM when the memory array was visible. In the
Single-Color and Single-Orientation blocks, the cue did not
change across the whole block (e.g., in the Single-Color group,
the cue was always “color”). Within each block, there were 32
trials for each combination of cued feature and Memory-Mask
SOA.

Results and Discussion

The change detection performance as a function of feature
dimension and Memory-Mask SOA is depicted in Figure 5b. The
highlight of these results is the similar time courses of consolida-
tion across different conditions. Performance of the Single-Color
and Single-Orientation blocks was labeled as Color-Blocked and
Orientation-Blocked, respectively. Results of detecting color and
orientation changes in the Two-Feature block were labeled as
Color-Mixed and Orientation-Mixed, respectively. The most ro-
bust effect came from the Memory-Mask SOA, F(3, 33) = 65.527,
p < .001, ’nf) = .856, which showed that memory performance
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Figure 5. (a) A schematic illustration of a single trial from Experiment 4. After the offset of the backward
mask, a cue (Color or Orientation) was presented to indicate which feature can be changed in the test array. In
the trial depicted here, the cue was “Orientation”. The orientation of the upper-left arrow was rotated by 135°
in the test array. In the real experiment, the cues were Chinese words. (b) Results obtained from Experiment 4.
The change detection performance is depicted as a function of Feature Dimension, Task Condition (mixed or

blocked), and Memory-Mask SOA.

gradually increased as the Memory-Mask SOA was prolonged.
The main effect of the Memory Tasks (Color-Blocked, Color-
Mixed, Orientation-Blocked, Orientation-Mixed) was not signifi-
cant, F(3, 33) = 2.603, p = .116, ni = .180. Most importantly, the
interaction between Memory-Mask SOA, and Memory Tasks was
not significant, F(9, 99) = 487, p = .881, ’ﬂ; = .042, indicating
that the time course of consolidation was not impacted by the
manipulation of memory task.’

The above results suggest that different dimensions of simple
feature can be consolidated in VWM synchronously. Consolida-
tion of one feature won’t slow down the consolidation of another
feature. This pattern of results supports the hypothesis that the
outputs of parallel perceptual processing can be consolidated in
VWM as integrated objects.

The consolidation of multiple features is also explored in one
recent study (Woodman & Vogel, 2008), which shows that the
performance of consolidating color is significantly better than
that of color-orientation conjunction and color-shape conjunc-
tion. However, we find it difficult to directly compare these
results with ours. Perhaps the most important reason is that in
Woodman and Vogel (2008), the performance of consolidating

two features was not identical. The performance of maintaining
color was about 10% higher than that of orientation. In addition,
the performance of consolidating color-orientation conjunction

3 Further analyses suggested a small but consistent effect of task set on the
overall memory performance. Direct comparisons showed that performance of
the Color-Blocked condition (82.7% on average) was higher than that of the
Color-Mixed condition (79.7%), which was marginally significant, F(1, 11) =
4.330, p = .062, nf) = .282. Similarly, performance of the Orientation-Blocked
condition (83.3%) was significantly higher than that of the Orientation-Mixed
condition (80.0%; F(1, 11) = 8.864, p = .013, m; = 446). This ~3%
difference suggests that top-down task set influences the storage of basic
features. This effect can either be attributed to (a) top-down control modulate
the salience of individual feature maps (e.g. Wolfe et al., 2003); or (b) the
feature cue is constant in the blocked conditions, but varies from trial to trial
in the mixed conditions, which can disrupt the maintenance of VWM. In any
case, there is no hint that memory task can also influence the efficiency of
consolidation, because in both feature dimensions, the interaction between
memory task and SOA was not significant (Color-Mixed vs. Color-Blocked:
F(3, 33) = 1.043, p = .386, n}% = .087; Orientation-Mixed vs. Orientation-
Blocked: F(3, 33) = 0.557, p = .647, m; = .043).
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was even better than that of the orientation condition. There-
fore, it was unclear whether consolidating two features was
slower than one feature, which is the main focus of the current
study.

Experiment 5: Dissociated Consolidations for Basic
Features and Detailed Information

In Experiment 5, we investigated whether information extracted
at different stages of perception can be consolidated in VWM
synchronously. Instead of oriented arrows, we employed oriented
squares with gaps.

Method

This experiment was identical to the Two-Feature condition in
Experiment 4 except as noted here. Eight new Zhejiang University
undergraduates participated. The memory array contained two
squares (1.25°), with a gap (0.2°) on the frame. Their colors were
selected from a set containing red, blue, green, and white. The
orientations of their gaps were selected from four orientations: up,
down, left, and right. Each backward mask was a big square
(1.3° X 1.3°) containing four small square rings (0.65° X 0.65°).
The color of each small square was randomly selected with the
constraint that each mask had four different colors (see Figure 6a).
Across trials, the Memory-Mask SOA was randomly selected from
the following durations: 70, 130, 190, and 250 ms. Participants
were explicitly instructed to remember both colors and oriented

gaps.

Results and Discussion

Change detection performance as a function of Memory-Mask
SOAs is depicted in Figure 6b. The most important finding is that
consolidating color is much faster than orientation of the gap. A
repeated ANOVA analysis showed that the main effects of target
dimension: F(1,7) = 17.265, p = .004, né = .712, Memory-Mask
SOA: F(3, 21) = 27.090, p < .001, ni = .795, and their interac-
tion: F(3, 21) = 4.799, p = 011, 'qf, = .407 were all significant.
In the Color condition, the performance reached plateau as early as
130 ms. In the Oriented-Gap condition, the performance was high
at the 250 ms condition (90.3%) and did not differ from that in the
Color condition (92.8%), t(1,7) = 1.155, p = .286, nﬁ = .160,
indicating that given sufficient time, two rings’ orientations can be
consolidated as well as their colors. However, the performance at
detecting gap orientation changes was lower than that of detecting
color changes at the 70 ms, #(1,7) = 4.303, p = .004, nﬁ = .726
and 130 ms conditions, #(1,7) = 2.851, p = .025, ni = .537.

These results reveal that consolidating basic features is much
faster than consolidating detailed information in VWM.

Experiment 6: Dissociated Consolidations With Larger
Set Size

In the previous two experiments, to guarantee that the dissoci-
ation in the time course of consolidation was not due to the lack of
memory resource, the set size of the memory array was fixed at
two. With this small set size, the performance of detecting a
change in the oriented gap reached the same plateau as that of

Backward Mask
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(70,130, 190, 250 ms)
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Figure 6. (a) Illustration of the square ring and the backward mask
employed in Experiment 5. (b) Results obtained from Experiment 5. The
change detection performance is depicted as a function of Feature Dimen-
sion, and Memory-Mask SOA.

detecting a color change. However, this set size is much smaller
than the maximal number of objects that can be stored in VWM
(e.g., Luck & Vogel, 1997). This limitation makes it impossible to
explore the consolidation process within a longer time course. We
directly addressed these issues by increasing the set size to four in
Experiment 6. To optimize the performance of consolidating ori-
ented gaps, participants were only required to detect changes from
that dimension. As a comparison, a separate group of participants
were required only to detect color changes.

Method

The experiment was identical to Experiment 5 except as noted
here. Nineteen new undergraduates participated, 10 for the
Oriented-Gap group, and nine for the Color group. There were
four colored square rings in both the memory and test arrays. In the
Oriented-Gap group, one item’s orientation in the test array was
changed on half of the trials. The Memory-Mask SOA was ran-
domly selected from the following durations: 84, 132, 228, 324,
420, and 516 ms. In the Color group, one item’s color in the test
array was changed on half of the trials. The Memory-Mask SOA
was randomly selected from one of the following durations: 84,
108, 132, 156, and 192 ms. Within each group, there were 40 trials
for each Memory-Mask SOA.
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Results and Discussion

Change detection performance as a function of the target di-
mension and Memory-Mask SOA is depicted in Figure 7. The
main effects of the Memory-Mask SOA were significant in both
the Oriented-Gap: F(5, 45) = 4.525, p = .002, nﬁ = .371 and the
Color: F(4, 32) = 9.684, p < .001, 11;2) = .635 conditions. Most
importantly, the curves in Figure 7 clearly reveal that the effi-
ciency of consolidating oriented gap is much lower than that of
color. The accuracy of detecting a color change stops increasing at
156 ms. In the Oriented-Gap condition, in contrast, it takes 420 ms
for the performance to reach plateau.

These results indicate that the efficiency of consolidating ori-
ented gap is much slower than that of color. These results support
the hypothesis that the object representations initially consolidated
in VWM are based on the outputs of parallel perception. Since
detailed information is not contained in such intermediate outputs
of visual perception, it cannot be consolidated synchronously with
basic features.

Section III: Maintaining Basic Features and Detailed
Information in VWM

Experiments 7 to 9 focus on whether different types of percep-
tual information can be maintained stably as part of an integrated
object in VWM. When the visual display is not crowded, basic
features can be segmented into individual objects via parallel
perceptual processing. According to the Interactive model, these
feature conjunctions are the raw materials of VWM. Therefore,
they are unlikely to fall apart during the maintenance in VWM.
Interestingly, this model also predicts that detailed information is
incrementally added to object representations in VWM. As a
result, the conjunctions of detailed information may not be stable.
This prediction is tested in this section.

Previous studies have already explored the maintenance of the
conjunction of basic features (e.g., Johnson et al., 2008; Wheeler
& Treisman, 2002). In some critical experiments of these studies,
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Figure 7. Results obtained from Experiment 6. The change detection
performance as a function of Feature Dimension, and Memory-Mask SOA.
The efficiency of consolidating oriented gap is much slower than that of
color.

a single test item was presented in the center of the screen, and
observers were required to identify whether the test item was
identical to one of the memory items. In the New Feature condi-
tion, the test item contained a new feature (color or shape), which
was not presented in the memory array. In the New Conjunction
condition, the two features of the test item had been presented in
the memory array, but from different objects. The results revealed
that the performance of the New Conjunction condition was not
significantly different from the worst performance of remembering
individual features, indicating that as long as individual features
are successfully stored, their conjunctions are maintained stably.

In this section, we first replicate the findings of previous studies,
demonstrating that basic features can be maintained as integrated
objects when presented in sparse displays. We then move forward
to explore whether the conjunctions can still be maintained stably
when (a) objects are composed of detailed information, and (b)
objects are presented in a crowded display, in which feature
conjunctions within each object cannot be resolved by parallel
perception.

Experiment 7a: Maintaining Color-Shape
Conjunctions in Sparse Displays

Here we attempt to replicate previous findings that the conjunc-
tion of basic features can be maintained stably in VWM. The
memory materials and the logic of the current experiment are
similar to those of Wheeler and Treisman (2002).

Method

Participants.  Sixteen Zhejiang University undergraduates
participated in this experiment.

Stimuli, design, and procedure. The details of the current
experiment were identical to those of Experiment la, except as
noted here. The memory items consisted of four colored shapes.
The shapes of these items were randomly selected from one of
eight distinctive shapes (see Figure 8a) without repetition. The
memory array was present for 200 ms, followed by a 1,000 ms
blank interval. A single test item was then presented on the center
of the screen and lasted until a response was initiated (Figure 8b).
On 50% of the trials, the test item was identical to one of the
memory items (No Change condition). On the remaining 50% of
the trials, the test item was changed from one of the memory items.
According to the way in which the test item was changed, these
50% of trials could fall into three categories: (a) the test items’
color was changed to a new color which was not presented in the
memory array (New Color condition, 12.5% of the trials); (b) the
test item’s shape was changed to a new one (New Shape condition,
12.5%); and (c) the test item’s color and shape were all presented
in the memory array, but from different items, so that the features
were old but their conjunction was new (New Conjunction, 25%).
Participants were required to make a “Change” response as long as
the test item was not exactly one of the four memory items,
regardless of the nature of the change. There were 160 randomly
ordered trials in total.

Results and Discussion

The percentage of correct responses as a function of change type
is depicted in Figure 9. In the No Change condition, the percentage

F8

F9



| tapraid5/zfn-xhp/zin-xhp/zin00611/2fn2701d11z | xppws | S=1 | 9/20/11 | 9:55 | Art: 2010-1941 | |

THE PERCEPTUAL ROOT OF VWM 13

(a)

ARVIOCx

(b) Test Array
Memory Array (Unitl Response)
Expt 7a: Sparse Display g)o
(250 ms) %
<=
® O
o
o * Z
Blank Screen
(750 ms)
¢
X

Expt 7b: Crowded Display

||
New Feature

(1000 ms)
Q...Q * ** **
.. .. ** * .

I %
XIXIXX ‘0 *
I %
Figure 8.

New Conjunction

(a) Ilustration of the shapes employed in Experiments 7a and 7b. (b) Schematic illustration of trials

from Experiments 7a and 7b. In Experiment 7a, the memory items were four individual objects in a sparse
display. In Experiment 7b, the memory items were presented as local components of four global objects in a

crowded display.

of correct responses was 79.1%. The performance of the New
Color condition (95.6%) was significantly better than that of the
New Shape (87.8%) condition, #(15) = 3.571, p = .003, 'r]§ =
460, presumably because the color change in the current experi-
ment was more salient. Of most interest, there was no significant
difference between the performance in the New Shape (which was
the worst feature condition) and the New Conjunction (89.8%)
conditions, #(15) = .964, p = .350, nﬁ = .058. These results
replicated previous findings (Johnson et al., 2008; Wheeler &
Treisman, 2002), showing that color-shape conjunction can be
maintained stably in VWM.

Experiment 7b: Maintaining Color-Shape
Conjunctions in Crowded Displays

The core assumption of the Interactive model is that how infor-
mation is processed during perception can directly determine how

such information is going to be stored in VWM. We tested this
hypothesis in the previous experiments by employing various
types of memory materials with different perceptual discriminabil-
ity. Here we move forward and test the Interactive model in an
even more extreme way: using exactly the same memory material
(e.g., colored shapes), and manipulating the perceptual discrim-
inability by changing the context in which the memory material is
presented.

We achieve this goal by taking advantage of the “global prece-
dence” effect, which is a well-known perceptual phenomenon
(Navon, 1977). Specifically, we present the memory items in a
crowded display, in which each memory item is a local component
of a global object (see the lower-left part of Figure 8). In such a
display, the proto object representations created by parallel per-
ceptual processing should reflect the properties of those global
objects. In other words, parallel processing will spontaneously



Fn6

F10

| tapraid5/zfn-xhp/zin-xhp/zin00611/2fn2701d11z | xppws | S=1 | 9/20/11 | 9:55 | Art: 2010-1941 | |

14 GAO, GAO, LI, SUN, AND SHEN
100 - The results were depicted in Figure 10b. The performance of

detecting New Conjunction (75.8%) was still significantly lower

= than that of New Shape (87.5%; #(5) = 2.646; p = .046, n? =

L 90 - P

= .583).

] The current results indicate that the conjunction of simple fea-

";6"‘ 80 - tures can no longer be maintained stably when each memory item

o is presented as a local component of a global structure. These

b 70 - results are consistent with the hypothesis that storage in VWM is

k= not only determined by the nature of the memory material itself,

§ but is also directly impacted by whether the information can be

&a 60 - represented as integrated objects at the end of parallel perceptual
processing.
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Figure 9. The results obtained from Experiment 7a. The performance of
detecting change is depicted as a function of the type of change.

segment the color feature as part of the global objects, instead of
binding it with each local shape. Our hypothesis predicts that when
basic features are presented in such displays, the maintenance of
their conjunctions will become unstable.

Method

This experiment was identical to Experiment 7a except as noted
here. Sixteen Zhejiang University undergraduates participated. In
each quadrant of the memory array, there were nine identical
items, whose color and shape were randomly selected. These local
items within each quadrant constructed a global object, whose
shape was randomly selected from “+” and “X”. The endpoints of
the “four arms” of the global shape were equally spread on the
boundary of an imaginary circle (4° in radius). The distance
between the center of each global object and the center of the
display was 7.8°. Participants were required to ignore the global
objects and focus on remembering the four color-shape conjunc-
tions of the local items. To guarantee that the memory array could
be fully perceived, the duration of the memory array was increased
to 1,000 ms.® Therefore, the results should reflect the limitations of
VWM, instead of perception.

Results and Discussion

In the No Change condition, the percentage of correct responses
was 74.9%. The percentage of correct response as a function of
different types of change is depicted in Figure 10a. The difference
between the New Color (88.9%) and the New Shape condition
(83.1%) was not significant, #(15) = .864, p = .401, nﬁ = .047.
Most importantly, the performance of the New Conjunction
(69.7%) condition was worse than that of the New Color, #(15) =
5.354, p <.001, nﬁ = .656 and the New Shape, #(15) = 4.558,p <
.001, né = .581 conditions.

To make sure that the contrast between Experiment 7a and the
current experiment is not due to the fact that the overall accuracy
here (77.7%) was lower than that of Experiment 7a (85.0%), we
further analyzed data from participants whose overall performance
was higher than 80%. Data from six subjects passed this criterion.

In the next three experiments, we explored whether the conclu-
sions of Experiment 7a and 7b can be generalized to other memory
materials. We investigated whether the color-orientation conjunc-
tion can be maintained stably in sparse displays. Testing our
hypothesis with different feature dimensions is important, espe-
cially because recent studies using different memory materials
have reported opposite findings about the nature of VWM (Bays &
Husain, 2008; Zhang & Luck, 2008).

Method

This experiment was identical to Experiment 7a except as noted
here. Eleven Zhejiang University undergraduates participated. The
memory array consisted of four colored arrows identical to the
stimuli used in Experiment 1b (Figure 11a). The test item could be
changed in three ways: New Color, New Orientation, and New
Conjunction.

Results

In the No Change condition, the percentage of correct responses
was 81.7%. The percentage of correct response as a function of
different types of change was depicted in Figure 12. The difference
between New Color (98.0%) and New Orientation conditions
(88.9%) was significant, #(10) = 2.63, p = .025, ni = .410. The
difference between New Conjunction (86.4%) and New Orienta-
tion conditions was not significant, #(10) = .781, p = 0.453, 1][2) =
.057.

These results are consistent with previous findings that the
conjunction of basic features presented in a sparse display can be
maintained stably in VWM.

Experiment 8b: Maintaining Color-Orientation
Conjunction in Crowded Displays

Next we investigated whether color-orientation conjunction can
be maintained stably when the memory material is perceived in a
crowded display. Since the results of Experiment 7b revealed that

¢ A pilot study revealed that it was difficult to remember the shape
feature when the duration of the memory array was short, possibly due to
the fact that in a crowded display, local shapes could not be directly
selected into VWM by the end of parallel perceptual processing.
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Figure 10. (a) The results obtained from all observers in Experiment 7b.

The performance of detecting change is depicted as a function of the type
of change. (b) The results obtained from six observers, whose performance
is higher than 80%.

the overall memory accuracy dropped when the display was
crowded, the set size of the memory array was reduced to three, so
that individual features can be stored successfully.

Method

This experiment was identical to Experiment 7b except as noted
here. Eleven Zhejiang University undergraduates participated. The
shape of each global object was fixed at “O”, which consisted of
12 local arrows’ (see Figure 11b). On each trial, the memory items
were presented in three randomly selected quadrants.

Results and Discussion

In the No Change condition, the percentage of correct responses
was 72.8%. The percentage of correct response as a function of
different types of change is depicted in Figure 13. The difference
between the performance of New Color (96.4%) and New Orien-
tation (91.9%) was not significant, #(10) = 1.490, p = .167, ’ﬂ; =
.182. Most importantly, the performance from New Conjunction
condition (84.1%) was significantly different from that of the New
Orientation condition, #(10) = 2.771, p = .020, nﬁ = 434.

These results indicate that when presented in a crowded display,
the color-orientation conjunction cannot be maintained stably in
VWM. These results are consistent with the findings of Experi-
ment 7b.

Experiment 9: Maintaining the Conjunction of Color
and Oriented Gap in Sparse Displays

Here we further test our hypothesis by exploring the mainte-
nance of objects consisting of color and oriented gaps. Since an
oriented gap cannot be represented as part of the proto objects
created by parallel processing, our hypothesis predicts that the
conjunction of color and oriented gap will be unstable, even when
the memory materials are presented in sparse displays.

Method

This experiment was identical to Experiment 8a except as noted
here. Twelve Zhejiang University undergraduates participated.
The memory array contained three colored circular rings identical
to those used in Experiment 1b (Figure 11c). The memory array
was presented for 350 ms. Participants were required to maintain
the conjunction of the color and orientation of each ring.

Results and Discussion

In the No Change condition, the percentage of correct responses
was 72.6%. The percentage of correct response as a function of
different types of change was depicted in Figure 14. The difference
between the performance of the New Color (97.0%) and the New
Orientation (92.7%) was not significant, #(11) = 1.354, p = .202,
nf) = .143. Most importantly, the performance from the New
Conjunction condition (82.4%) was significantly different from
that of the New Orientation condition, #(11) = 3.514, p = .005,
nf) = .529.

These results are consistent with the Interactive mode, which
assumes that there are dissociated mechanisms in VWM for stor-
ing different types of perceptual information. These dissociated
mechanisms make the representation of detailed information can-
not be stored stably as part of an integrated object representations
in VWM.

General Discussion

In the current project, we assume that VWM dynamically en-
gages in different stages of perception. The information initially
selected into VWM is not the final product of perception, but
intermediate perceptual representations. This Interactive model of
VWM motivates us to introduce insights from visual search studies
into the exploration of VWM. We find converging evidence show-
ing that outputs of parallel perception can be selected, consolidated
and maintained as integrated objects. In contrast, there is no
object-based effect for storing perceptual information requiring

7 The reason to select this particular shape is to avoid the potential
conflicts between the orientation of the global shape and the orientation of
the local items. For instance, the arms of “+” and “X” employed in
Experiment 7b have their own orientations, which may distract with the
perception of the local arrows’ orientations (see Navon, 1977).
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Figure 11. Three different types of memory arrays employed in Experiment 8a, 8b, and 9.

serial attentive processing. These results are consistent with the
hypothesis that in VWM, the object representations with limited
resolution are the proto objects created by parallel perceptual
processing. To help readers to keep track of the main findings, we
summarize all experiments and their results in Table 2.

Automatic Selection in VWM

Section I of the current project explores the selection of infor-
mation in VWM. The dependent measure we used is the
“Irrelevant-distracting” effect. The results suggest that while
changes of task-irrelevant basic features can impair observers’
performance, changes of irrelevant detailed information exhibit no
such effect. These results support the hypothesis that object-based
automatic selection is limited to the outputs of parallel perceptual
processing. This finding is further supported by one of our recent
ERP studies (Gao, Li, Yin, & Shen, 2010) showing that a task-
irrelevant basic feature change in the test array can enhance the
ERP component N270. However, changing task-irrelevant detailed
information has no effect at all, suggesting that detailed informa-
tion is not automatically encoded into VWM. Of course, given the
intrinsic limitation of the task-irrelevant change paradigm, one can

100 A

80

60 -

Percent of Correct (%)

50 -

Color Orientation Conjunction

Type of Change

Figure 12. The results obtained from Experiment 8a. The performance of
detecting change is depicted as a function of the type of change.

always argue that detailed information can be automatically se-
lected, but somehow it just cannot impair the detection of target
information or modulate an ERP component. While generally
agreeing that this is a reasonable argument, we still think the
current results are important, for the following reasons.

First, this paradigm has the power to disprove our hypothesis.
Our hypothesis would be wrong if detailed information can pro-
duce an irrelevant-distracting effect, which is quite possible given
previous studies on the automaticity of object-based attention (e.g.,
Egly et al., 1994; Watson & Kramer, 1999). Even though the null
result from detailed information change is not conclusive, it at least
supports the validity of our hypothesis and has greatly encouraged
us to develop Sections II and III of the current project, in which our
hypothesis is tested by more direct and powerful paradigms.

Second, the nonautomatic selection of detailed information is
highly consistent with the results of Section II, which reveals
salient dissociated time courses of consolidating different types of
perceptual stimuli. In Experiment 6, the consolidation of color
reaches plateau around 156 ms. In contrast, the consolidation of
oriented gap continues until 420 ms, showing that this process is
much slower and takes a lot of effort. It is unlikely that such a slow
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Figure 13. The results obtained from Experiment 8b. The performance of
detecting change is depicted as a function of the type of change.
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Figure 14. The results obtained from Experiment 9. The performance of
detecting change is depicted as a function of the type of change.

and effortful process can be executed automatically when the
oriented gap is task-irrelevant. In summary, we do not draw a
strong conclusion based upon the results from Section I alone.
However, we do believe that these results are important for un-
derstanding the nature of VWM, especially when they are analyzed
together with the results from Sections II and III, which are
discussed in detail in the next section.

We also want to note here that by suggesting that basic features
are automatically stored, we are not denying the existence of
top-down control on the processing of basic features. Visual search
studies have clearly demonstrated that when a primitive feature is
inconsistent with the top-down control, the perceptual salience of

Table 2
Summary of all Experiments Reported in the Current Project

that feature will be decreased (e.g., Gao, Shen, Shui, & Gao, 2007;
Miiller, Reimann, & Krummenacher, 2003; Wolfe, Butcher, Lee,
& Hyle, 2003). What we suggest here is that requiring participants
to maintain color features will not result in a “shapeless” color
representation in VWM.

Dissociated Mechanisms in VWM

The dissociated mechanisms for storing different types of per-
ceptual information are directly explored in Sections II and III of
the current project. The results show that multiple basic features
can be consolidated synchronously without interference, and their
conjunctions can be maintained stably. In contrast, detailed infor-
mation cannot be consolidated synchronously (Section II), and
cannot be maintained stably as part of an integrated object (Section
III).

The results of Section III are especially important, as they show
that the differences between processing of basic features and
detailed information are not merely due to the fact that basic
features are perceived faster than detailed information. When both
types of information are sufficiently perceived and consolidated in
VWM, there are still distinctive processes for maintaining them in
VWM. These results indicate that detailed information is not an
intrinsic component of the object representations in VWM. It
can be incrementally assembled into the object representations
with additional processes. However, these additional processes
require time and effort, and the products of these processes will
decay when maintaining them in VWM.

The existence of dissociated mechanisms in VWM is also con-
sistent with other recent studies. One study measured change
detection performance as a function of the discriminability be-
tween memory and test arrays (Awh et al., 2007). Here we are
particularly interested in Experiment 2 of that study, in which

Experiment Results Summary
la Irrelevant-distracting effect from basic features with a whole report Object-based automatic selection for the outputs of parallel
method perception. No evidence of automatic selection for
1b No Irrelevant-distracting effect from detailed information with a whole detailed information.
report method
2a Irrelevant-distracting effect from basic features with a partial report
method
2b No Irrelevant-distracting effect from detailed information with a partial
report method
3 No Irrelevant-distracting effect from color-color conjunction change
4 Synchronous consolidation of basic features without mutual interference Object-based synchronous consolidation is limited to the
outputs of parallel perception.
5 Asynchronous consolidation for basic features and detailed information
6 Dissociation in the capacity and efficiency of storing basic features and
detained information
Ta Stable maintenance of Color-Shape conjunctions presented in sparse Object-based stable maintenance is limited to the outputs
displays of parallel perception.
7b Unstable maintenance of Color-Shape conjunction presented in crowded
displays
8a Stable maintenance of Color-Orientation conjunctions presented in
sparse displays
8b Unstable maintenance of Color-Orientation conjunction presented in
crowded displays
9 Unstable maintenance of Color-Gap’s Orientation conjunctions in sparse

displays
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changes with different degrees of discriminability were mixed
within a block, forcing observers to encode both highly discrim-
inable and finely detailed information. The results show that stor-
ing both types of information is as efficient as storing each type of
information alone, suggesting that these two types of information
can be stored in VWM without mutual interference. Consistent
with this finding, one study from our lab also show that when the
memory resource for storing detailed information (e.g., oriented
gap) is fully occupied, task irrelevant basic features (e.g., color)
can still be automatically stored in VWM and impair change
detection performance (Gao et al., 2007). These results indicate
that the storage of highly discriminable and finely detailed infor-
mation may recruit separated resources in VWM. The Interactive
model is also consistent with evidence from neuroimaging studies.
For instance, one study revealed that whereas representations in
the inferior intraparietal sulcus (IPS) are fixed to about four objects
regardless of object complexity, those in the superior parietal and
lateral occipital regions are reduced for complex objects, tracking
the behavioral memory performance (e.g., Xu & Chun, 2006). In
future studies, it would be interesting to investigate whether these
dissociable neural circuits correspond to the outputs of different
stages of perceptual processing.

The existence of dissociated mechanisms may have general
implications for studies of VWM, beyond the object-based storage
which is the focus of the current project. For instance, one in-
tensely debated issue is whether the capacity of VWM consists of
a fixed number of discrete slots, or a continuous pool of resource
(e.g., Barton et al., 2009; Bays & Husain, 2008; Zhang & Luck,
2008). We find it intriguing that our results here are consistent with
previous findings showing that VWM consists of a fixed number
of slots with limited resolution (Zhang & Luck, 2008). Despite
these seemingly consistent empirical results, there is an important
difference in terms of the theoretical explanations of these find-
ings. According to Zhang and Luck (2008), the low resolution of
VWM is attributable to the architecture of the memory resources.
Information with high resolution can be represented with the same
architecture by deploying two or more slots to the same object. In
contrast, according to our suggestion, the low resolution of VWM
reflects the contents or inputs of VWM, instead of the intrinsic
properties of the slots. The low resolution is determined by the
products of parallel perpetual processing, which provides the ini-
tial inputs to VWM. In addition, representing information with
high resolution requires processes dissociated from the storage of
objects with low resolution.

Nature of the “Information Load” of VWM

Two studies have explored how the “complexity” or the “infor-
mation load” of the memory array impacts the capacity of VWM
(Alvarez & Cavanagh, 2004; Awh et al., 2007). However, it is not
clear what determines the information load of the memory mate-
rial. Here we suggest that information load is not simply charac-
terized by the amount of information represented in the final
perceptual outputs, but is also determined by the complexity of the
computations to extract such information during online perceptual
processing.

The first piece of evidence supporting this argument is the
contrast between the storage of a bar’s orientation and a ring’s
orientation, which are extensively explored in the current project

with several different paradigms. A circular ring is apparently
more complex than a straight bar. However, these two types of
stimuli actually convey the same amount of orientation informa-
tion. In both cases, the orientations of the stimuli are selected from
the same set of eight orientations, which change in intervals of 45°.
In fact, these two types of stimuli are indeed adopted by engineers
to represent the same information when designing human-
computer interfaces. (, e.g., in a Windows PC system, the progress
of an application is represented by changing the orientation of a
ring. While on a Macintosh system, the same information is
represented by a rotating bar). If VWM acts at a higher level of
processing, beyond perception, it should be able to extract the
critical information, and get rid of the specific format in which the
information is initially represented. Therefore, there should be no
difference between the storage of these two types of stimuli, since
they are ultimately about the same orientation information. How-
ever, our results show these two types of stimuli are processed
distinctively in VWM. In contrast to the object-based storage for
bar’s orientation, the oriented gaps are consolidated with much
lower efficiency, and cannot be maintained stably as part of an
integrated object. Results of Experiment 6 and another recent ERP
study (Gao et al., 2009) also show that even the capacity of storing
gap orientations is much less than the capacity for oriented bars.
These results indicate that storage in VWM is not only determined
by the critical information contained in the final outputs of per-
ception, but is also very sensitive to whether such information is
represented in a format that can be efficiently processed during
visual perception.

The second piece of evidence is the distinctive storage for
memory materials represented in a sparse display or a crowded
display (Experiments 7b, 8b). In both display conditions, the
memory materials were selected from the same set of stimuli.
Moreover, the duration of the crowded memory arrays was sub-
stantially increased, in order to guarantee that the memory items
could still be fully perceived. Therefore, the results should be
attributed to the limitations of VWM, instead of perception. The
results show that the memory items can be stored as integrated
objects only when they are presented in sparse displays. These
results suggest that storage in VWM 1is not simply determined by
the information contained in the memorized items. How the infor-
mation is extracted during perception will directly impact how the
information is going to be stored in VWM.

It is a general principle that information processing in the human
mind is not only determined by the contents of the information, but
is also greatly impacted by the format in which the information is
presented (e.g., Pinker, 1999). Here is one example of this general
principle: Humans can easily recognize the contents of a gray scale
picture. If one simply transfers the luminance of each pixel in
the picture to an array of digits from O to 255, the digit array will
contain exactly the same information as the picture. However, it
becomes almost impossible for humans to recognize the informa-
tion contained in the digit array, because now the same information
is represented in a format that is not supported by our visual
system. With respect to the mechanism of VWM, when the infor-
mation is represented in a format that can be efficiently processed
by parallel perception (e.g., a bar’s orientation, feature conjunc-
tions in a sparse display), it can be then stored in VWM as
integrated objects. However, if the same information is represented
in a format that requires focal attention (e.g., oriented gaps, feature
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conjunctions in a crowded display), it will be processed by a
different submechanism in VWM, which cannot exhibit significant
object-based benefits.

Object-Based Attention and Object-Based Storage
in VWM

Attention plays a critical role in selecting perceptual information
into VWM (e.g., Chun & Potter, 1995). As attention is closely
associated with VWM, the current results of object-based storage
also have implications for the nature of object-based attention.

It has been shown that object-based attention and object-based
VWM resemble each other in several important ways. For in-
stance, one classic study on object-based attention reveals that the
efficiency of perceptual processing is influenced by whether the
target features are from the same object, instead of two spatially
overlapping objects (Duncan, 1984). One study of the capacity of
VWM has employed the same manipulation, showing that memory
performance is determined by the number of objects in the mem-
ory array, instead of the number of spatial locations occupied by
the memory array (Lee & Chun, 2001). Studies of attention have
also revealed that the recognition of two features is facilitated
when they are located within the boundary of a single object, as
compared with when they are located within the boundaries of
different objects (e.g., Egly et al., 1994; Watson & Kramer, 1999).
This same-object advantage has recently been shown in the storage
of VWM by both behavior and neuroimaging results (Xu & Chun,
2007).

Due to the close relationship between object-based attention and
VWM, one might intuitively expect that object-based attention
plays an important role in the object-based benefits in VWM. In
particular, an item’s individual features are integrated into coher-
ent object representations after focal attention has been deployed
onto that item. The coherent object representation is then trans-
ferred into the object files storing in VWM. However, the current
project provides an opposing view regarding the role of attention
in object-based storage: object-based storage of basic features is
not attributed to the postattentive coherent object representations,
but due to the fact that these features can be segmented into the
proto objects prior to the focal attentive processing. For informa-
tion that actually requires attentive processing, our results suggest
that it is costly to consolidate and maintain it in VWM.

Our hypothesis is also supported by one recent study which
explores the role of attention in maintaining integrated objects in
VWM (Johnson et al., 2008). In this study, an attention-demanding
visual search task is interposed into the maintenance stage of the
change-detection task. The results show that the visual search task
impaired overall memory performance. However, the memory for
individual features and feature conjunctions is equally impaired by
the search task, indicating that attention does not play a special role
in maintaining the conjunction information. Note that we are not
arguing against object-based attention in general. In contrast, the
hypothesis that attention selects proto objects into VWM is intrin-
sically consistent with the nature of object-based attention, which
asserts that attention is directed to individual objects, as opposed to
features or spatial locations. What we argue against here is a
specific strong interpretation of object-based attention, assuming
that once an object is selected by attention, all of its features will
be automatically processed and stored in object files. Our results

indicate that such automatic processing of detailed information
rarely happen. Instead, once attention is directed toward a proto
object, the processing of detailed information takes effort and is
under top-down control.

The limitations of object-based storage revealed by our study
resemble the findings of one recent study of object-based attention
(Huang, 2010). This study introduces the Boolean theory of visual
awareness (Huang & Pashler, 2007; Huang, Treisman, & Pashler,
2007) into the investigation of object-based attention, which re-
veals some rather surprising findings. For instance, connecting two
features into a single object won’t necessarily facilitate the per-
ception of these two colors. There is robust object-based advantage
only when the two features are from different dimensions (e.g.,
color and orientation), but not when they are different values of the
same dimensions (e.g., red and green). This finding is highly
consistent with Section I of the current study, which shows auto-
matic selection of the conjunction of different features (e.g., color-
orientation conjunction), but not the conjunction of different val-
ues of the same feature (e.g., color-color conjunction). The
resemblance between Huang (2010) and the current study high-
lights that online perception and storage in VWM are intrinsically
related, and perhaps governed by the same rules. These results also
suggest that a promising direction for future research may be to
introduce the Boolean map theory into investigation of VWM.

Nevertheless, there are still some differences between Huang
(2010) and the current study, which should be noted here. In
Huang (2010), the motivation is to demonstrate that object-based
advantage is controlled by the Boolean maps. Therefore, most
stimuli employed in that study are features which can be easily
matched to certain Boolean maps. In contrast, our motivation here
is to dissociate the outputs of serial attentive processing from the
outputs of parallel perception. As a result, we employed several
types of materials which may be outside the scope of the most
intuitive understanding of Boolean maps. For instance, in Section
IIT of our study, we manipulated perceptual discriminability by
employing the classic “global precedence” effect (Navon, 1977). It
is not obvious to us how such an effect can be incorporated into the
Boolean map framework. Apparently, further research needs to be
launched to bridge these gaps.

Conclusion

Perhaps the most important finding of the current project is that
how information is extracted during visual perception will directly
impact how the information is going to be selected, consolidated
and maintained in VWM. This finding would be odd if one
assumes that VWM stores the final outputs of perception, since by
the time information is transferred in VWM, the perceptual pro-
cessing should have been terminated. However, this finding is
exactly what one would expect if perception and VWM are two
dynamically interacting processes. The current study reveals the
validity of the Interaction model of perception and VWM, and
shows how this model can generate novel predictions, guiding the
investigation of the mechanisms of VWM.
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